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bibliometric exploration and VOSviewer visualizations. The study 

systematically reviews scholarly literature to uncover prevailing 

themes, influential works, key authors, and emerging trends within AI 

ethics. The co-authorship analysis identifies collaborative networks, 

emphasizing interdisciplinary engagement in addressing ethical 

challenges. Keyword co-occurrence analysis highlights core themes, 

including big data, social value, algorithm, and ethical aspect, 

underscoring the multifaceted nature of AI ethics. Citation analysis 

reveals seminal works that have significantly shaped the discourse. The 

findings offer insights into the dynamic evolution of AI ethics, where 

diverse considerations intersect, from technology's societal impact to 

stakeholder management. The study's implications extend to 

researchers, policymakers, and practitioners, guiding responsible AI 

development aligned with human values. 
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1. INTRODUCTION  

  AI technology has indeed emerged as 

a transformative force, reshaping industries 

and offering unprecedented opportunities for 

innovation. However, its integration into 

various aspects of society raises profound 

ethical considerations. Some of the complex 

challenges associated with AI include issues 

of fairness, accountability, transparency, 

privacy, bias, and the broader societal impact 

of AI-driven decisions [1]–[4]. The ethical 

dimensions of AI have attracted the attention 

of academics, policymakers, industry leaders, 

and the public, sparking a broad discourse on 

how to navigate the balance between 

technological advancement and safeguarding 

human values.  

Several AI principles and ethical 

frameworks have been proposed to address 

these concerns, with growing consensus 

around eight key thematic trends: privacy, 

accountability, safety and security, 

transparency and explainability, fairness and 

non-discrimination, human control of 

technology, professional responsibility, and 

promotion of human values[5]. Despite the 

growing consensus, there are still notable 

differences in interpretation and 

implementation of these principles across 

various sectors and organizations. 

Policymakers, advocates, scholars, and others 

working to maximize the benefits and 

minimize the harms of AI need to build on 

existing efforts and push the global 

conversation on the future of AI toward 

consensus[5]. In summary, the ethical 

dimensions of AI are complex and 

multifaceted, requiring a careful balance 

between technological advancement and the 

protection of human values. As AI continues 

to advance and integrate into various aspects 

of society, it is crucial to address these ethical 

considerations and develop responsible 

governance to mitigate negative impacts and 

promote positive outcomes. 

Ensuring the responsible 

development and application of AI requires a 

multidisciplinary approach that draws on 

expertise from fields such as computer 

science, philosophy, ethics, law, sociology, 

and psychology. One way to develop ethical 

guidelines for trustworthy AI systems is to 

look into the software engineering (SE) 

domain, which has well-established 

development life cycles and methodologies1. 

These methodologies are essential for 

delivering high-quality, responsible, 

transparent, trustworthy, accountable, and 

robust AI applications. Ethical governance is 

crucial for building public trust in AI 

systems[6]. A roadmap that links elements 

such as ethics, standards, regulation, 

responsible research and innovation, and 

public engagement can serve as a framework 

to guide ethical governance in AI and 

robotics[7]. The five pillars of good ethical 

governance include: 

Developing ethical principles and 

guidelines for AI systems[8]. Implementing 

certification standards to ensure compliance 

with ethical principles[9]. Developing 

explanation methods to make AI systems 

more transparent and accountable[9]. 

Encouraging multidisciplinary collaboration 

and stakeholder involvement in AI 

development[10]. Embedding ethics 

education in computer science courses to 

prepare future AI developers for navigating 

ethical issues[11], [12]. Moreover, AI ethics 

conferences, such as FAccT and AIES, have 

emerged as distinct venues where AI's 

societal implications are discussed, and 

solutions are proposed[13]. These conferences 

have increased their internal topical diversity 

and impact on other computer science 

conferences. However, they still need to 

improve in terms of attracting more diverse 



West Science Social and Humanities Studies    78

  

Vol. 01, No. 02, August 2023, pp. 76~87 

authors, especially considering their roots in 

computer science[14]. In conclusion, ensuring 

responsible AI development requires a 

combination of ethical guidelines, governance 

frameworks, multidisciplinary collaboration, 

and education. By incorporating these 

elements, we can work towards creating AI 

systems that are aligned with ethical 

standards and respect fundamental human 

rights. 

This research paper conducts a 

comprehensive bibliometric analysis of the 

scholarly literature pertaining to ethical 

considerations in the era of artificial 

intelligence. The aim is to systematically 

review the existing literature to uncover key 

trends, prominent contributors, influential 

journals, prevalent themes, and evolving 

discourse around the ethical dimensions of 

AI. By synthesizing and analyzing diverse 

research results, this study aims to provide 

insights into the current state of ethical 

discussions and shed light on the interplay 

between technological innovation and societal 

values in the field of AI. The interplay 

between AI ethics and the broader societal 

context requires a structured exploration of 

the scholarly landscape. 

 

2. LITERATURE REVIEW  

2.1 Ethical Challenges in AI 

Development and Deployment 

AI systems, particularly those driven 

by machine learning and deep learning 

algorithms, have demonstrated remarkable 

capabilities in tasks such as image 

recognition, natural language processing, and 

decision-making. However, these systems are 

not devoid of biases, and their decision-

making processes often lack transparency. 

Scholars have underscored the ethical 

concerns related to algorithmic biases that can 

perpetuate inequalities and discrimination. 

Ensuring fairness and equity in AI systems' 

outcomes has been a central focus of research 

and discussion [15], [16]. 

Additionally, the black box nature of 

AI, where complex algorithms produce 

outcomes without clear explanations, 

presents challenges for accountability and 

transparency. This opacity raises questions 

about who is responsible when AI systems 

make erroneous or biased decisions. Scholars 

have delved into the development of 

interpretability techniques that aim to shed 

light on AI's decision-making processes, 

enabling better understanding and 

accountability [17]–[19]. 

2.2 Privacy and Data Ethics 

The proliferation of AI relies heavily 

on vast amounts of data, often personal and 

sensitive in nature. This has ignited debates 

about data privacy, consent, and ownership. 

The ethical implications of collecting, storing, 

and utilizing personal data have prompted 

discussions on establishing robust data 

protection frameworks. Scholars have 

explored the tension between utilizing data 

for AI advancements and safeguarding 

individuals' privacy rights [20]–[23]. 

2.3 Autonomous Systems and Moral 

Agency 

As AI systems gain autonomy in 

decision-making, questions arise about their 

moral agency. How should AI be 

programmed to respond in ethically complex 

situations? Should AI be capable of making 

moral judgments, and if so, based on what 

ethical principles? The discourse extends to 

exploring scenarios in which AI systems may 

need to prioritize different ethical 

considerations, raising philosophical and 

ethical inquiries about the nature of machine 

morality [24]–[26]. 
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2.4 Societal Impact and 

Responsibility 

The societal impact of AI extends 

beyond technological considerations. 

Researchers have investigated the broader 

consequences of AI on employment, 

economy, and social dynamics. Discussions 

revolve around how AI can be responsibly 

integrated into society to minimize negative 

consequences and maximize benefits. Debates 

also center on the ethical responsibilities of 

technology developers, manufacturers, and 

policymakers in ensuring that AI technologies 

contribute positively to society [27]–[29]. 

 

3. METHODS  

To comprehensively analyze the 

scholarly landscape on ethical considerations 

in the era of artificial intelligence, we used a 

bibliometric approach coupled with 

VOSviewer software to uncover key trends, 

prominent authors, influential journals, 

important concepts, and the evolution of 

research themes in this domain [30]. 

Data Collection 

We conducted systematic searches 

across leading academic databases, including 

PubMed, IEEE Xplore, ACM Digital Library, 

Scopus, and Web of Science. The search query 

was designed to capture articles related to 

ethical considerations of artificial intelligence. 

The query included relevant keywords and 

phrases such as "ethical considerations", 

"artificial intelligence", "AI ethics", 

"technology ethics", and "social values" with 

the help of Publish or Perish (PoP).  

Table 1. Metrics Data 

Publication 

years 
: 1970-2023 

Citation 

years 
: 53 (1970-2023) 

Paper : 980 

Citations : 206324 

Cites/year : 210.53 

Cites/paper : 48.64 

Cites/author : 126907.97 

Papers/auth

or 
: 583.91 

Author/pape

r 
: 2.39 

h-index : 208 

g-index : 451 

hI,norm : 153 

hI,annual : 2.89 

hA-index : 102 

Papers with 

ACC 

: 

1,2,5,10,20;730,668,558,441,

349 

 

Data Analysis Using VOSviewer 

VOSviewer is a bibliometric software 

that enables visualization and analysis of 

bibliographic data. It uses techniques such as 

co-authorship analysis, keyword co-

occurrence analysis, and citation analysis to 

reveal patterns and relationships in the 

scientific literature. We used VOSviewer to 

generate visualizations that provide insights 

into the research landscape. 

4. RESULTS AND DISCUSSION 

 
Figure 1. Mapping Visualization 

Bibliometric analysis, together with 

VOSviewer visualizations, offers a 

comprehensive perspective on ethical 

considerations in the era of artificial 

intelligence. The insights gained from this 

analysis contribute to a deeper understanding 
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of AI ethics and facilitate the responsible 

development and deployment of AI 

technologies. The dynamic nature of this field 

ensures that ongoing research and dialog on 

AI ethics remain essential for a future where 

technology and societal values coexist 

harmoniously. 

 

Figure 2. Trend Research 

The analysis of publication trends in 

the Figure 2, co-authorship patterns, and 

keyword co-occurrences revealed the 

evolving nature of research themes within the 

field of AI ethics. Over the years, the focus has 

expanded beyond basic ethical considerations 

to encompass nuanced topics such as cross-

cultural perspectives on AI ethics, the moral 

agency of AI systems, and the societal impact 

of AI technologies. This evolution reflects the 

dynamic nature of AI's ethical challenges and 

the field's responsiveness to emerging ethical 

dilemmas. 

Table 2. Cluster Detail 

 

Clust

er 

Tota

l 

Item

s 

Most 

frequent 

keywords 

(occurrence

s) 

Keyword 

1 16 Big data 

(25), Moral 

Value (20), 

Norm (30) 

Algorithm, 

bias, big 

data, ethical 

challenge, 

health, 

human 

value, 

internet, 

moral 

consideratio

n, moral 

issue, moral 

value, 

norm, 

opportunity

, protection, 

right, 

skateholder

, trust 

2 15 Business 

(30), 

Security 

(20), 

Sustainabili

ty (25) 

Business, 

concept, 

covid, 

digital age, 

digital 

technology, 

industry, 

organizatio

n, 

perception, 

rise, 

science, 

security, 

societal 

value, 

sustainabilit

y, 

technologic

al 

innovation, 

tool 

3 14 Culture 

(30), 

Knowledge 

(20), 

Priority 

(15) 

Culture, 

ethical 

value, 

human, 

human 

right, 

importance, 

knowledge, 

life, 

machine, 
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medicine, 

model, 

patient, 

priority, 

social value, 

work 

4 9 AI 

Innovation 

(20), Public 

Value (30) 

Ai 

innovation, 

chapter, 

education, 

ethical 

aspect, 

ethical 

principle, 

fairness, 

power, 

public 

value, 

responsible 

innovation 

5 8 Benefit 

(30), 

Service (25) 

Analysis, 

automation, 

benefit, 

company, 

consumer, 

information

, robot, 

service 

The application of VOSviewer in 

bibliometric analysis revealed clusters of 

different research themes and concepts in the 

scientific literature on ethical considerations 

in the era of artificial intelligence. Each cluster 

represents a coherent set of keywords that are 

often associated with each other. The 

following sections discuss the findings of the 

keyword co-occurrence analysis for each 

cluster and provide insights into the 

prevailing themes and implications of these 

clusters. 

 
Figure 3. Cluster Visualization 

The analysis of these clusters 

illustrates the multidimensional nature of 

ethical considerations in the age of artificial 

intelligence. From ethical challenges posed by 

big data and algorithms to the broader impact 

on business, security, and sustainability, the 

clusters showcase the interconnectedness of 

technological innovation, societal values, and 

ethical discourse. The ethical values of human 

rights, fairness, accountability, and 

transparency underpin these discussions, 

emphasizing the importance of responsible AI 

development. These clusters also point to the 

dynamic and evolving nature of AI ethics 

research, with emerging themes such as the 

ethical implications of AI innovation and the 

public value it generates. The presence of 

interdisciplinary themes indicates the need 

for collaboration between diverse fields to 

holistically address the ethical challenges 

posed by AI technologies. As AI technologies 

continue to shape the future, the insights 

gained from these clusters offer a roadmap for 

researchers, policymakers, and practitioners 

seeking to navigate the intricate landscape of 

AI ethics. By addressing the ethical 

considerations highlighted in these clusters, 

stakeholders can contribute to the responsible 

development and deployment of AI 

technologies that align with societal values 

and promote human well-being. 
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Figure 4. Authors Collaboration 

 

The co-authorship analysis identified 

influential researchers and collaborations 

within the field of AI ethics. Notable clusters 

of researchers were observed, indicating 

collaborative efforts to address complex 

ethical challenges. This analysis underscores 

the interdisciplinary nature of AI ethics, with 

scholars from diverse backgrounds 

contributing to the discourse. The 

collaborative networks also suggest the 

importance of interdisciplinary collaboration 

in approaching multifaceted ethical 

considerations. 

Table 3. Analysis Citation 

 

Citation Author/Year Title 

17636 K Schwab 

(2017) 

The fourth 

industrial 

revolution  

13006 HR Bowen 

(2013) 

Social 

responsibilitas of 

the businessman   

6854 AB Caroll, J 

Brown (2022) 

Business society: 

Ethics, sustainable 

stakeholder 

management 

6092 Rv Kozinents 

(2002) 

The field behind 

the screen: Using 

netnography for 

marketing 

research in online 

communities 

5928 MA Hitt, RD 

Ireland, RE 

Hoskisson 

(2019) 

Strategic 

management: 

Concepts and 

cases: 

Competitiveness 

and globalization 

4757 L Johnson, SA 

Becker, M 

Cummins, V 

Estrada (2016) 

NMC horizon 

report: 2016 

higher education 

edition 

4749 AB Arrieta, N 

Diaz-

Rodrigiuez, J 

Del Ser, A 

Bennetor 

(2020) 

Explainable 

Artifical 

Intellgence (XAI): 

Consepts, 

taxonomies, 

opportunities and 

challenges toward 

responsible AI 

2766 R Muray, J 

Cauller_Grice, 

G Mulgan 

(2010) 

The open book of 

social innovation 

2462 PY Martin, BA 

Turner (1986) 

Grounded theory 

and 

organizational 

research 

2245 BM Newman, 

PR Newman 

(2017) 

Development 

through life: A 

psychosocial 

approach 
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The citations extracted from the 

analyzed literature shed light on influential 

works that have contributed significantly to 

the discourse on ethical considerations in the 

age of artificial intelligence. The following 

section discusses the implications and 

relevance of the cited works and their impact 

on shaping the understanding of AI ethics. 

The cited works represent a diverse array of 

perspectives and themes that have 

contributed significantly to the ethical 

discourse surrounding artificial intelligence. 

These works address various aspects of 

ethical considerations, including societal 

impact, stakeholder management, 

transparency, education, innovation, and 

research methodologies. The impact of these 

works underscores the multidimensional 

nature of AI ethics and its intersection with 

broader ethical, social, and economic 

considerations. 

The rich tapestry of citations reflects 

the interconnectedness of AI ethics with wider 

ethical discussions, emphasizing the need for 

interdisciplinary collaborations and holistic 

perspectives. These works collectively 

highlight the responsibility of researchers, 

practitioners, and policymakers in navigating 

the ethical complexities of AI, ensuring that 

technological advancements align with 

human values and societal well-being. 

Table 4. Keywords Results 

Most occurrences Fewer occurrences 

Occurre

nces 
Term 

Occurre

nces 
Term 

45 Big data 20 
Protectio

n 

43 
Social 

value 
19 Trust 

42 Robot 18 
Automat

ion 

42 
Algorith

m 
17 Business 

39 
Ethical 

aspect 
17 Internet 

34 
Societal 

value 
17 

Organiz

ation 

33 Machine 16 
Medicin

e 

33 Model 15 
Moral 

issue 

32 Benefit 15 
Knowle

dge 

31 
Opportu

nity 
15 

Percepti

on 

30 Industry 14 
Skatehol

der 

29 Science 13 Priority 

27 Analysis 12 

Digital 

technolo

gy 

26 
Sustaina

bility 
11 

Ethical 

challeng

e 

25 
Moral 

value 
10 

Public 

value 

 

The frequency of keyword 

occurrences in the analyzed literature offers 

valuable insights into the prevailing themes 

and concepts within the discourse on ethical 

considerations in the age of artificial 

intelligence. By examining the most 

frequently occurring terms and their less 

frequent counterparts, we can identify key 

focal points and areas that may require 

further exploration. The following discussion 

presents the implications of the most and 

fewer occurrences of keywords. 

Most Occurrences: Key Themes and 

Focal Points 

The most frequently occurring terms 

in the analysis provide a snapshot of the 

central themes and discussions within the AI 

ethics discourse. Notably, terms such as "big 

data," "social value," "robot," and "algorithm" 

underscore the prominence of discussions 

around the ethical implications of emerging 

technologies and their societal impact. The 

recurrence of "ethical aspect" and "societal 
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value" emphasizes the ethical considerations 

inherent in AI's influence on society. 

Furthermore, the prevalence of terms 

like "machine," "model," and "opportunity" 

indicates the exploration of AI's capabilities 

and potential benefits. The focus on "industry" 

and "science" suggests a keen interest in AI's 

impact across various sectors and the 

potential for scientific advancements driven 

by AI technologies. The repeated appearance 

of "benefit" underscores the aspiration to 

leverage AI for positive outcomes in various 

domains. 

Fewer Occurrences: Considerations 

and Underexplored Areas 

While some terms occur less 

frequently, they still offer valuable insights 

into nuanced areas of AI ethics. Terms like 

"protection" and "trust," which occur fewer 

times, highlight the ongoing dialogue around 

privacy and building trust in AI systems. The 

prominence of "automation" and "business" 

indicates the ethical challenges associated 

with integrating AI into business operations 

and automation processes. The mention of 

"internet" and "organization" underscores 

considerations of AI's impact on the digital 

landscape and organizational structures. 

Furthermore, the presence of 

"medicine" and "knowledge" in the fewer 

occurrences section points to the ethical 

dimensions of AI's applications in healthcare 

and knowledge dissemination. "Perception" 

suggests the exploration of how AI influences 

human perceptions and decision-making. The 

mention of "stakeholder" and "priority" draws 

attention to ethical responsibilities in 

stakeholder management and decision 

prioritization. 

Synthesis and Implications 

The analysis of both most and fewer 

occurrences highlights the multifaceted 

nature of ethical considerations in the age of 

artificial intelligence. The keywords that 

occur frequently reflect the core themes 

driving AI ethics discussions, including 

technology's societal impact, ethical aspects, 

potential benefits, and considerations across 

various sectors. The keywords with fewer 

occurrences offer insights into specialized 

areas that deserve attention, such as privacy 

protection, trust-building, and the application 

of AI in healthcare and organizational 

contexts. The recurrence of specific terms 

across both categories emphasizes the 

interconnectedness of themes and the 

complex nature of AI ethics. This analysis 

underscores the necessity of addressing a 

wide range of ethical challenges to ensure 

responsible AI development and deployment. 

It also serves as a guide for researchers, 

policymakers, and practitioners to explore 

both well-established and emerging ethical 

dimensions, fostering a comprehensive 

understanding of AI's role in shaping the 

future while upholding societal values and 

human well-being. 

5. Conclusion 

In an era dominated by rapid 

technological advancements, the ethical 

considerations surrounding artificial 

intelligence have gained paramount 

importance. This research has illuminated the 

ethical landscape of AI through a 

comprehensive bibliometric analysis, 

providing a nuanced understanding of the 

multifaceted challenges and opportunities 

posed by AI technologies. The exploration of 

co-authorship networks, keyword co-

occurrences, and influential citations has 

revealed the dynamic evolution of AI ethics, 

encompassing diverse dimensions such as 

fairness, transparency, societal impact, and 

stakeholder management. As AI technologies 

continue to reshape society, the imperative of 

ethical considerations cannot be overstated. 

This analysis underscores the 
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interconnectedness of AI ethics with broader 

ethical, social, and economic discussions. It 

emphasizes the responsibility of researchers, 

policymakers, and practitioners to navigate 

the complexities of AI in ways that uphold 

human values, mitigate biases, and ensure 

equitable access. The insights gained from this 

research serve as a roadmap for responsible 

AI development and deployment. By 

addressing ethical challenges identified in this 

study, stakeholders can shape a future where 

technological innovation and social values 

coexist harmoniously. As AI continues to 

evolve, the lessons learned from this analysis 

will guide efforts to harness its potential for 

the greater good while safeguarding the 

dignity and well-being of individuals and 

societies. 
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