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The development of artificial intelligence (AI) has brought about
significant changes in the social, economic, and legal order. Despite the
various benefits offered, the use of Al also opens up the possibility of
new forms of crime that are increasingly complex, automated,
transcend national borders, and difficult to identify. Al-based crimes
include automated fraud, identity forgery through deepfake
technology, adaptive cyberattacks, misuse of personal data, and
transnational cybercrime. These phenomena pose serious threats to
public security, national resilience, and public trust in digital
governance. Therefore, this study examines crime patterns that utilize
Al and analyzes modern criminal law responses to these risks, both in
the Indonesian context and internationally. This study uses a
normative juridical method with a statutory and conceptual approach
to examine criminal law norms, the regulation of cybercrime, and
international instruments related to the use of artificial intelligence
(AI). The results of the study indicate that modern criminal law still
essentially places humans and corporations as the primary subjects of
criminal responsibility, while Al is viewed as a means or tool that can
be exploited in committing crimes. Therefore, to ensure effective public
protection from Al-based crimes, adaptive legal reforms, prevention-
oriented law enforcement, strengthening corporate criminal liability,
and increased international cooperation are needed.
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1. INTRODUCTION

Over the past twenty years, advances
in Artificial Intelligence (AI) have become a key
factor driving the acceleration of digital
transformation globally. This technology has
fundamentally changed the way people work,
communicate, and make choices. The
application of Al across various sectors,
including business, government, healthcare,
education, and security, has been shown to
improve work efficiency, productivity, and the

capacity to process and analyze large amounts
of data that were previously difficult to perform
manually [1]. Within the framework of the
modern state, Al is also beginning to be utilized
in the provision of public services and the
formulation of strategic policies, making it a
crucial component in the development of
digital governance [2].
However, this technological
advancement also poses serious challenges in
the form of crimes that utilize artificial
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intelligence (AlI) with characteristics that differ
from conventional crimes. These crimes are
committed through the misuse of Al
capabilities, for example, algorithm
manipulation, the creation of fake content
based on deepfakes, the automatic spread of
disinformation, adaptive cyberattacks, and
fraud using autonomous bots [3]. The nature of
Al-based crimes tends to be complex,
structured, and difficult to track, so that their
impact is not only detrimental to individuals,
but also has the potential to disrupt social
stability, national security, and reduce public
trust in the legal system and state institutions
[4].

One of the main challenges that arises
is the inability of traditional criminal law to
address crimes involving Al technology.
Conventional criminal law generally assumes
that perpetrators of crimes are humans who act
with their own consciousness and will (actus
reus and mens rea) [Lawrence Lessig, 2006].
However, in the practice of Al-based crimes,
unlawful acts can be carried out by semi-
autonomous systems that operate based on
algorithms and data. This creates difficulties in
determining who can be considered a legal
subject and who is criminally responsible. The
problem is further complicated when losses
arise from algorithmic bias, design errors, or
data processing failures that cannot be directly
attributed to a person's malicious intent [5].

Beyond liability, law
enforcement officials also face significant
challenges in establishing evidence. Digital
forensics, crime tracing, and proving intent

criminal

become more complex when Al systems
operate as opaque "black boxes." This opacity
not only hampers investigations but also
potentially undermines the principles of legal
certainty and fairness in criminal justice.
Furthermore, the often transnational nature of
Al-based crimes necessitates international
cooperation and legal harmonization, which
have yet to be fully realized.

This situation underscores the
importance of modern criminal law reforms to
adapt quickly to technological developments. A
criminal law approach cannot be merely
repressive and reactive; it must be designed to
be preventative and responsive through the

creation of flexible and adaptive regulations for
Al technology. These reforms must be based on
the principles of justice, proportionality, and
respect for human rights, while ensuring the
protection of personal data, the security of
public systems, and legal certainty for the
public.

This research aims to examine the
importance and direction of modern criminal
law development in addressing the risks of
crimes involving Artificial Intelligence (Al).
The novelty of this research lies in the effort to
design a conceptual framework for criminal
law that is flexible and responsive to Al
viewing technology not only as a means of
committing crimes but also as an object that
needs to be regulated through a new normative
approach. Thus, the research findings are
expected to contribute, both theoretically and
practically, to the development of criminal law
policies that can protect public security while
still supporting technological progress [6].

2. LITERATURE REVIEW

This literature review aims to explore
and map the development of thinking and
research findings related to protecting the
public from the risks of crime arising from the
use of artificial intelligence (AI) within the
framework of modern criminal law. The
literature discussed includes the concept of Al
and its impact on criminal practices, changes
and adaptations of modern criminal law in
response to technological advances, and the
importance of legal protection for the public
amidst the use of AL

2.1 First Literature

The first literature
highlights the development of
artificial intelligence (Al) and its
relationship to the emergence of
new types of crime. According to
[7], Al is a system designed to
mimic  human intellectual
abilities  through automated
learning,
decision-making. While these
capabilities offer many benefits,
such as increased efficiency and

reasoning, and
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2.2

security, Al also has the potential
to be misused for criminal
purposes.

Several studies have shown
that Al technology has been
misused for various crimes,
including digital fraud, data
manipulation, deepfake content
creation, and cybercrimes that
are increasingly difficult for law
enforcement to uncover [8]. The
literature emphasizes that Al-
based crimes are complex, cross-
border, and often cannot be
adequately addressed by
conventional criminal law.

In other words, this study
confirms that advances in Al
technology have a direct impact
on contemporary crime patterns,
so flexible and progressive legal
adjustments are needed to
safeguard the interests of society.
Second Literature

The  second literature
emphasizes an understanding of
modern criminal law in the face
of technological developments.
[9] asserts that modern criminal
law  emphasizes not only
sanctions but also crime
prevention, community
protection, and social risk
management. This approach is
particularly relevant in the
context of artificial intelligence,
as potential criminal acts often
arise in a preventative and risk-
based manner.

Some experts emphasize
that modern criminal law should
adopt the principle of risk-based
regulation, meaning that the law
should not only act after a crime
has occurred but should also be
able to predict and prevent
potential dangers arising from
the use of advanced technology
[10]. This approach aligns with
the concept of public protection,
where public safety is the

2.3

primary focus of criminal law
enforcement.

The literature emphasizes
that modern criminal law must
broaden the scope of
responsibility, not only for
individuals but also to include
corporations and Al technology
developers, so that legal
protection for society can be
implemented effectively.

Third Literature

The third
emphasizes the importance of
public protection and regulating
the use of Al from a legal and
policy perspective. [11]
emphasized that the use of Al in
society must be accompanied by
a legal framework that
guarantees accountability,
transparency, and the protection
of human rights. Without proper

literature

regulation, Al risks becoming a
tool that increases crime and
injustice.

Several studies highlight
the importance of the state's role
in formulating effective legal
policies to control the risks posed
by Al whether through criminal
law, administrative law, or non-
penal mechanisms [9]. Protecting
the public means not only
prosecuting perpetrators but
also  involving  systematic
preventive efforts to prevent the
misuse of technology from the
design stage to its
implementation.

This literature emphasizes
that to protect society from the
risks of crime related to artificial
intelligence (AI), a modern
criminal law approach is needed
that is comprehensive, flexible,
and focuses on prevention and
ongoing protection for the public
[12].
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3. METHODS

This study employs a normative legal
research method with two approaches: a
statute approach and a conceptual approach.
These approaches are applied to deeply
analyze criminal law norms, modern criminal
law principles, and ideas regarding public
protection against the risks of crime arising
from artificial intelligence.

The subject of this research is the
modern criminal law system that regulates
the prevention and handling of technology-
based crimes. The research  object
encompasses various forms of legal protection
for the public against the risks of crime arising
from the use and misuse of artificial
intelligence within the framework of modern
criminal law.

This research uses library research.
Sources include university libraries and legal
literature searches through scientific journal
databases, both national and international,
laws and regulations, and related official
publications.

The research instrument used a
document study method that encompasses
three types of legal materials. Primary legal
materials consist of laws and regulations
related to criminal law and information
technology. Secondary legal materials include
books and scientific journal articles, while
tertiary legal materials include legal
dictionaries and encyclopedias.

The legal material sampling method
used purposive sampling, which involves the
deliberate and targeted selection of legal
materials based on their relevance to the
research topic. Data were collected through a
literature study method, which involved
identifying, recording, and categorizing legal
sources relevant to the research problem.

Data analysis was conducted
qualitatively using a descriptive-analytical
approach, namely by examining data through
legal interpretation and the preparation of
legal arguments, so that conclusions can be
drawn regarding the form of public protection
against the risk of crime related to artificial
intelligence from a modern criminal law
perspective.

4. RESULTS AND DISCUSSION

This section presents the main
research findings and their discussion
systematically, in line with the research
objectives. The presentation focuses on
relevant data and information related to
protecting the public from the risks of
artificial intelligence (Al)-based crime. The
research results are analyzed and evaluated,
then interpreted by linking them to
developments in modern criminal law
concepts and recent research findings,
ensuring alignment between the title,
problem formulation, discussion, and
bibliography.

4.1 Patterns and Characteristics of
Artificial  Intelligence-Based
Crime

Research  reveals that crimes
involving  artificial  intelligence  are
fundamentally different from conventional
crimes. Al-based crimes are automated,
adaptable, cross national borders, and occur
on a large scale at breakneck speed. In this
context, Al serves not only as a tool but has
become a key driver of crime by increasing the
effectiveness, reach, and complexity of crime
[13].

In Indonesia, crimes utilizing Al
technology most frequently occur in the form
of automated digital fraud, misuse of personal
data, sophisticated cyberattacks, and identity
fraud  through  deepfake technology.
Perpetrators use various methods such as
chatbots, voice cloning, and Al-based
phishing, which can mimic human
communication patterns with remarkable
accuracy. As a result, victims often have
difficulty distinguishing between genuine
and fake interactions. This situation not only
increases the success rate of criminal acts but
also poses significant challenges in proving
the perpetrator's intent or culpability (mens
rea) in criminal proceedings.

Globally, research shows that crimes
utilizing artificial intelligence are becoming
increasingly complex and organized. Alis not
only being used for individual criminal
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purposes, but also for political manipulation,
transnational financial crimes, attacks on
critical infrastructure, and the development of
autonomous weapons. [14] For example, the
use of deepfake technology in the 2024 United
States Election demonstrates how the misuse
of Al can disrupt democratic processes,
undermine public trust, and threaten national
stability. These findings align with
international studies highlighting Al as a new
risk in modern crime.

Overall, this research demonstrates
that artificial intelligence has evolved from a
mere support tool to a fully autonomous
system capable of generating direct legal and
social impacts through machine learning. This
development requires
adjustments to criminal law doctrine, which
has historically focused solely on human

fundamental

actions.

4.2 Challenges of Modern Criminal
Law in Facing Al-Based Crimes

Research shows that modern criminal
law still faces structural obstacles in
addressing  crimes involving artificial
intelligence. The main difficulty arises
because the concept of criminal responsibility
so far only recognizes humans as legal
subjects. Meanwhile, Al systems are capable
of operating independently and making
decisions without direct human intervention.
[15] However, because Al lacks moral
consciousness or ethical intent, current
criminal law cannot yet hold it directly
accountable.

From a modern criminal law
perspective, the principle of geen straf zonder
schuld (no crime without fault) remains
upheld,  emphasizing  that  criminal
responsibility rests with the individual or
legal entity controlling Al technology.
Research shows that this responsibility can be
imposed on developers, wusers, and
companies. Developers can be held liable if
proven negligent in designing a secure system
or intentionally creating high-risk technology
without adequate security mechanisms. Users
are criminally liable when using Al to commit
crimes. Meanwhile, companies can be held
criminally liable if they fail to implement the

principle of due diligence in the development,
use, or supervision of the Al systems they
control [16].

In addition to issues related to legal
subjects, research also identified challenges in
determining the locus delicti (place of
occurrence) and tempus delicti (time of
occurrence) in transnational Al-based crimes.
Al-based cybercrimes can be committed from
one country, utilize digital infrastructure in
another, and cause harm in multiple regions
simultaneously. This situation makes criminal
law enforcement at the national level less
effective without a strong and coordinated
international cooperation mechanism.

In other words, this research
emphasizes the importance of reforming
criminal law through a lex adaptiva approach.
Criminal norms need to be interpreted more
broadly to encompass actions that occur in the
digital world and utilize artificial intelligence.
Furthermore, the formulation of new types of
criminal offenses that clearly regulate the
misuse of Al is necessary.

4.3 Community Protection Strategy
through a Criminal Law
Approach

Based on research findings, efforts to
protect the public from the threat of crime
involving artificial intelligence cannot rely
solely on criminal law enforcement. Modern
criminal law needs to be developed with a
preventative approach, adapt to technological
advances, and involve collaboration across
various sectors. One of the most urgent steps
is the development of specific regulations
related to artificial intelligence. Currently, the
lack of laws specifically governing Al means
law enforcement officials are still relying on
general criminal provisions, which are not
designed to address the complexities of
algorithmic systems and autonomous
technology.

The next strategy is to implement
proactive law enforcement by utilizing
artificial intelligence to identify crime patterns
early. Through a predictive policing
approach, law enforcement can map potential
criminal risks before they cause harm, thereby
making public protection more effective.
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However, the implementation of this strategy
must respect human rights and adhere to the
principle of proportionality to prevent abuse
of authority.

Furthermore, this study emphasizes
the importance of strengthening corporate
criminal liability. Because the development
and operation of Al technology are generally
carried out by business entities, the
application of the concept of corporate
criminal liability is an important tool to

encourage ethical and responsible Al
governance practices. Furthermore,
independent Al audit and oversight

mechanisms are needed to ensure the use of

cooperation between countries. Harmonizing
legal regulations, strengthening extradition
mechanisms, and increasing the exchange of
digital intelligence information must be
seriously pursued to close legal loopholes
frequently exploited by cybercriminals.
Without cross-border coordination, national
criminal laws will always lag behind the rapid
development of artificial intelligence
technology.

Thus, efforts to protect the public
from the threat of Al-based crimes require a
comprehensive update of criminal law, which
is not only reactive to crimes that have already
occurred, but also proactive and forward-

algorithms is transparent, safe, and looking to anticipate future technological
accountable. advances.
At the international level, this
research emphasizes the importance of
Table 1.
No. | Types of Al-Based Crimes Modus Operandi Legal Implications

1. | Fraudulent crimes
committed digitally using
automated systems.

Chatbot, adaptive
phishing, voice
cloning

The difficulty of proving intent or deliberate
action and determining the identity of the
perpetrator

2. | Unauthorized or misuse of
personal data

Collection and
processing of data
through algorithms
carried out in an
unauthorized
manner

Violation of privacy rights and the impact of
financial losses experienced by victims.

3. | Adaptive cyber attacks

Artificial
intelligence systems
adapt attack
methods to exploit
digital security

gaps.

Dangers that can disrupt important systems
and threaten national security.

4. | Digital identity
manipulation or forgery
using deepfake
technology, where a
person's face, voice, or
behavior is realistically
imitated to deceive or
mislead others.

Falsification of
voices and images
of public figures for
certain purposes.

Damage or decline in public trust in public
institutions and democratic processes.

5. Crimes that cross legal
boundaries

Use of international
scale servers and
networks.

Constraints related to locus delicti and tempus
delictirefers to the difficulty in determining the
place (locus) and time (tempus) of a crime.
Locus delicti becomes an obstacle when it is
difficult to determine the exact location where
the crime occurred, which affects the court's
jurisdiction. Meanwhile, tempus delicti creates
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problems when the exact time of the crime is
unclear, making it difficult to apply
appropriate law or determine the statute of
limitations.

5. CONCLUSION

This study concludes that the use of
artificial intelligence (Al) in various crimes
has made the nature of crimes more complex,
automated, adaptive, and transnational, thus
posing significant challenges to the criminal
justice system. Al-based crimes, such as
automated digital fraud, deepfake content
creation, adaptive cyberattacks, and misuse of
personal data, not only harm individuals but
also  threaten social,
democratic stability. Conventional criminal
law still has limitations because it focuses on
human actors and subjective proof of guilt,
while Al systems operate autonomously and
are not fully transparent. Nevertheless,
criminal liability can still be implemented by
placing responsibility on the individuals or
corporations that design, operate, and control
Al, emphasizing the principles of prudence,
oversight, and accountability, so that public
protection can still be achieved from a modern
criminal law perspective.

economic, and

SUGGESTIONS

Based on the research findings, it is
recommended that future criminal law
development emphasize an adaptive and
preventative approach to addressing crimes
involving  artificial  intelligence. = The
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